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Abstract—Needle insertion procedures are commonly used
for surgical interventions. In this paper, we develop a three-
dimensional (3D) closed-loop control algorithm to robotically
steer flexible needles with an asymmetric tip towards a target
in a soft-tissue phantom. Twelve Fiber Bragg Grating (FBG)
sensors are embedded on the needle shaft. FBG sensors measure
the strain applied on the needle during insertion. A method
is developed to reconstruct the needle shape using the strain
data obtained from the FBG sensors. Four experimental cases
are conducted to validate the reconstruction method (single-
bend, double-bend, 3D double-bend and drilling insertions). In
the experiments, the needle is inserted 120 mm into a soft-
tissue phantom. Camera images are used as a reference for
the reconstruction experiments. The results show that the mean
needle tip accuracy of the reconstruction method is 1.8 mm. The
reconstructed needle shape is used as feedback for the steering
algorithm. The steering algorithm estimates the region that the
needle can reach during insertion, and controls the needle to keep
the target in this region. Steering experiments are performed for
110 mm insertion, and the mean targeting accuracy is 1.3 mm.
The results demonstrate the capability of using FBG sensors to
robotically steer needles.

I. INTRODUCTION

Needle insertion into soft tissue is one of the most common
minimally invasive surgical procedures. Needles are often used
for diagnostic and therapeutic applications such as biopsy and
brachytherapy, respectively. Imaging modalities such as ultra-
sound and magnetic resonance (MR) images, and computed
tomography (CT) scans are commonly used during needle
insertion procedures to localize the needle and target for accu-
rate tip placement. Inaccurate needle placement might cause
misdiagnosis during biopsy, and unsuccessful treatment during
brachytherapy. Rigid needles are used in such procedures,
but they do not provide the clinician with sufficient steering
capabilities to reach the target [1].

Flexible needles were introduced to facilitate curved paths to
reach the target accurately. They can be used to avoid sensitive
tissue that might be located along the path to the target [2],
[3], [4]. Flexible needles with an asymmetric tip (e.g., bevel
tip) naturally bend during insertion into soft tissue [5], [6].
Needle deflections due to tip-asymmetry can be used during
insertion to steer the needle to reach a target [1], [3].

Recent studies have presented models for needle steering
in two-dimensional (2D) space. DiMaio and Salcudean de-
veloped a control and path planning algorithm that relates
the needle base (outside the soft-tissue phantom) motion to
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Fig. 1: Fiber Bragg Grating (FBG) sensors are used to reconstruct the needle
shape during insertion into a soft-tissue phantom. Twelve FBG sensors are
located on three optical fibers along the needle shaft. The reconstructed needle
shape is used as feedback for the steering algorithm. Steering is accomplished
by rotating the needle about its axis at the base.

the tip motion inside the tissue [7]. Glozman and Shoham
presented an image-guided closed-loop control for steering
flexible needles [8]. Fluoroscopic images were used for real-
time feedback of the needle position. They modeled the
flexible needle as a beam supported by virtual springs. Forward
and inverse kinematics of the needle were solved for path
planning. Neubach and Shoham, and Abayazid et al. used
ultrasound images for tracking the tip position as feedback for
2D steering [9], [10]. Duindam et al. developed a model that
describes three-dimensional (3D) deflection of bevel-tipped
flexible needles. They used the model for path planning to steer
the needle towards the target [11]. Hauser et al. developed a
3D feedback controller that steers the needle along a helical
path [12]. The results of Duindam et al. and Hauser et al. were
based on simulations, and experiments were not conducted for
validation of the algorithms.

A needle tracking algorithm is required to provide the
system with feedback for closed-loop control. Needle tracking
techniques were developed based on ultrasound and fluoro-
scopic image segmentation to determine the needle shape dur-
ing the insertion procedure [8], [9], [10]. The spatial resolution
of 3D ultrasound images is limited [13], and the use of x-
ray-based imaging (CT or fluoroscopy) exposes the patient to
high doses of radiation [14]. MR imaging suffers from low
refresh rate and incompatibility with magnetic materials [15].
Electromagnetic position tracking sensors [1], [16] are also
used for needle tracking, but its accuracy is sensitive to
ferromagnetic materials in the range of measurement. Fiber
Bragg Grating (FBG) sensors can be an alternative for real-
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Fig. 2: Configuration of Fiber Bragg Grating (FBG) sensors on the needle.
(a) The numbers 1, 2, 3 and 4 represent the sensor locations on the needle
shaft. (b) The inset (left) depicts a curved needle with radius of curvature (ρ),
and the distance between the FBG sensor and the neutral plane is d. (c) The
inset (right) shows the strains (ε1, ε2, ε3) measured by three FBG sensors.
The measured strains are used to calculate the bending strain in the needle
(magnitude (εmax) and direction (ακ)) at a sensor location.

time 3D shape reconstruction. FBG sensors are optical sensors
that can measure strain [17], [18]. The use of FBG-based
needle shape reconstruction for medical applications has been
shown in [19], [20], [21], [22], [23], [24].

In the current study, an algorithm is developed to robotically
steer flexible needles in 3D space (Fig. 1). The steering
algorithm estimates the region that the needle tip can reach
during insertion in real-time. The needle rotates about its axis
to keep the target in this reachable region. The needle radius
of curvature, tip position and orientation are the inputs to the
steering algorithm during insertion. The steering algorithm is
validated by conducting insertion experiments into a soft-tissue
phantom. Real-time 3D needle shape reconstruction using
FBG sensors provides feedback for the steering algorithm. To
the best of our knowledge, the use of FBG sensors for real-
time shape reconstruction, and using this data for 3D steering
of a bevel-tipped flexible needle (undergoing multiple bends)
inserted into soft-tissue phantoms have not been investigated.
Further, we also demonstrate the feasibility of the reconstruc-
tion method in biological tissue by conducting experiments in
chicken breast.

This paper is organized as follows: Section II explains the
methods used for needle shape reconstruction. Section III
describes the technique used for 3D flexible needle steering.
Section IV discusses the experimental setup. The experimental
results and validation are provided in Section V, followed by
discussion and recommendations for future work (Section VI).

II. THREE-DIMENSIONAL NEEDLE SHAPE
RECONSTRUCTION

This section describes FBG sensors integrated on the flex-
ible needle, and the method used for 3D needle shape recon-
struction.

Measure εi∆λB,i
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Fig. 3: The flowchart indicates the steps for needle shape reconstruction using
Fiber Bragg Grating (FBG) sensors. Strains (εi) are calculated according to
the wavelength shifts (∆λB,i) measured by the FBG sensors (i=1,..,12). The
bending strain (εmax) and its direction (ακ) at each sensor locations are
interpolated to obtain the magnitude (κ) and direction (ακ) of the curvature
function. The curvature function is integrated twice to determine the entire
needle shape.

A. Fiber Bragg Grating Sensors

An FBG sensor consists of gratings etched periodically on
an optical fiber. The gratings reflect a certain wavelength (λB)
of light (Bragg wavelength), which is calculated as [17]

λB = 2neffΛ, (1)

where neff and Λ are the effective refractive index and period
of the grating, respectively. Mechanical strain and temperature
affect the refractive index and the grating period of the sensor.
In this study, we assume that FBG sensors are used at constant
temperature. Applying strain on sensors causes shift in the
wavelength of the reflected light (∆λB). The relation between
the strain (εi) applied on each sensor (i) and ∆λB (at constant
temperature) is given by [17], [25]

εi =
1

λB (1− Pε)
4λB + εT,B, (2)

where εT,B is the offset in the measured strain due to tem-
perature and Bragg wavelength, and Pε is the photo-elastic
coefficient of the optical fiber. The strain measured at each
sensor is used to calculate the magnitude and direction of the
needle curvature.

B. Needle Curvature Calculation

In this study, we have three fibers embedded on the needle.
Four FBG sensors are placed along each fiber. The configura-
tion of the FBG sensors along the needle and at each sensor
location is shown in Fig. 2(a). This configuration of sensors is
used to measure the needle curvature. The relation between the
needle curvature (κ) at a sensor location and the magnitude
of the bending strain (εmax) is [26]

εmax =
d

ρ
= d · κ, (3)

where d is the distance between the sensor and the neutral
plane, and ρ is the radius of curvature of the needle at the
sensor location (Fig. 2(b)).

The strain (εi) measured by each sensor (i) at a single
location is calculated as [24]
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Fig. 4: The region the needle tip can reach is represented by a conical shape. (a) The frame (Ψt) is attached to the needle tip, and the needle is inserted in
the xt-direction. The control circle with centre (ccon) intersects the target and is perpendicular to the xt-axis. (b) The radius (rcon) is determined using the
radius of curvature (rcur) of the needle and the distance (p

tip
xtar ) between the tip and target along the xt-axis. (c) The needle rotates about its axis by angle

(θ) if the distance (dtar) between ccon and target is larger than or equal to rcon.

ε1 = εT,B + sin(ακ) · εmax,
ε2 = εT,B + sin(ακ + 120◦) · εmax,
ε3 = εT,B + sin(ακ + 240◦) · εmax,

(4)

where ακ is the direction of the bending strain. By solving
(3) and (4), we obtain the needle curvature and its direction
at each sensor location (Fig. 2(c)).

C. Needle Shape Reconstruction

Needle shape reconstruction requires calculation of the
curvature along the total inserted length. The magnitude and
direction of the needle curvature at the four sensor locations
(along the needle shaft) are used to reconstruct the needle
shape. K-nearest neighbor interpolation algorithm is used to
generate the continuous needle curvature function [27], [28].
It is assumed that the needle moves along a curved path with
a constant radius. For small needle deflection, the curvature is
calculated by integrating its function twice with respect to the
insertion distance [29]. The needle is inserted perpendicular
to the surface of the soft-tissue phantom (i.e., the slope and
deflection of the needle at the insertion point are assumed to
be zero). The flowchart in Fig. 3 describes the needle shape
reconstruction method. Real-time needle shape reconstruction
using FBG sensors is used as feedback for steering.

III. THREE-DIMENSIONAL NEEDLE STEERING ALGORITHM

In this section, we discuss the closed-loop control algorithm
for steering a bevel-tipped flexible needle towards a target
in 3D. The bevel-tipped needle is assumed to move along

Determine the
target position in

the tip frame

Calculate rcon   and 

Rotate the needle
by angle ( )θ

dtard rtar≥ con

 ptar
tip

Measure ptip

and from tip  R
FBG sensors

0
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Fig. 5: The flowchart depicts the control algorithm used for needle steering.
The needle tip position (p0

tip) and orientation (R0
tip) are obtained from the

reconstruction algorithm (Section II-C). The target position (p
tip
tar) with respect

to the tip frame is determined. The distance between the centre (ccon) of the
control circle (with radius (rcon)) and target is dtar . If dtar ≥ rcon, the
needle will rotate about its axis by the angle (θ).
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Fig. 6: Needle steering setup: A linear stage is used to insert the Nitinol
needle (integrated with Fiber Bragg Grating (FBG) sensors) into a soft-tissue
phantom. The needle shape is reconstructed using FBG sensors connected to
an interrogator. Two charge-coupled device cameras (top and side) are used
as reference for validation.

a circular path during insertion [5], [6]. Additionally, the
soft-tissue phantom is assumed to be stiff enough to support
the needle shaft to follow the path created by the needle.
The direction of the circular path depends on the orientation
of the bevel tip. The bevel tip orientation is controlled by
needle rotation about its insertion axis at the base. This
rotation enables the steering algorithm to direct the tip towards
the target.

The steering algorithm assumes that frame (Ψt) is attached
to the needle tip (Fig. 4(a)). The algorithm obtains the needle
tip position (p0

tip) and orientation (R0
tip) with respect to the

global coordinate frame (Ψ0) using the reconstruction algo-
rithm (Section II-C). The target position is set to be a static
point in 3D space. The target position (ptip

tar) with respect to
frame (Ψt) is

ptip
tar =

[
ptip
xtar ptip

ytar ptip
ztar

]T
, (5)

where ptip
xtar , p

tip
ytar and ptip

ztar are target positions along the xt-, yt-
and zt-axes, respectively. The region that the needle can reach
in 3D is represented by a conical shape shown in Fig. 4(a).
The plane of the control circle with centre (ccon) intersects
the target and lies on the plane perpendicular to the xt-axis.
The radius (rcon) of the control circle is calculated using

rcon = rcur −
√
r2cur − (ptip

xtar)
2, (6)

where rcur is the radius of curvature of the needle
path (Fig. 4(b)), and it is obtained from experiments. The
distance between ccon and the target position in ytzt-plane
(Fig. 4(c)) is determined using

dtar =

√
(ptip
ztar)

2 + (ptip
ytar)

2. (7)

The radius (rcon) decreases during insertion as the needle
moves towards the target. If the control circle does not intersect
the target (dtar ≥ rcon), the needle will rotate about its axis
to keep the needle in the reachable region. The needle rotates
by the angle (θ) to direct the needle tip towards the target
(Fig. 4(c)), and θ is calculated as
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Fig. 7: The plot shows strain measurements obtained from the Fiber Bragg
Grating sensor location 1 (Fig 2). The hysteresis angle (αhys) is illustrated
when needle rotates about its axis 360◦ clockwise and counterclockwise, and
then back to its original orientation at 30◦/s. The measured αhys at this found
to be 74±6°.

θ = tan−1

(
ptip
ztar

ptip
ytar

)
. (8)

The flowchart in Fig. 5 describes the steering algorithm.
The steering algorithm is implemented, and experiments are
conducted for validation in the following section.

IV. EXPERIMENTS

This section presents the needle design and the location of
the FBG sensors on the needle. The experimental setup used to
insert the needle into the soft-tissue phantom is discussed, and
the validation of the reconstruction method is also provided.

A. Experimental Setup

The needle is mounted in a two degrees-of-freedom (DOF)
insertion device (Fig. 6). The two-DOF device allows the
needle to be inserted and rotated about its axis. The details
of the experimental setup are presented in [30], [31].

The needle is inserted into a soft-tissue phantom made up
of a gelatin mixture [31]. The needle has a total length of
185 mm. The flexible needle is made of Nitinol alloy (nickel
and titanium). The Nitinol needle has a diameter of 1.0 mm
with a bevel angle (at the tip) of 30◦. FBG sensors are placed at
four locations along the needle shaft (Fig. 2(a)). At each sensor
location, three FBG sensors are placed 120◦ apart (Fig. 2(c)).
This enables us to measure the magnitude and direction of
curvature (4). The sensors are connected to a Deminsys Py-
ton interrogator (Technobis, Uitgeest, The Netherlands). The
interrogator measures the reflected wavelength for each FBG
sensor at rate of 20 kHz. The data from the FBG sensors is
transferred to a computer via an ethernet cable. The computer
receives the sensor data as UDP-packets using C++.

B. Hysteresis Calibration of the Fiber Bragg Grating Sensors

Calibration is applied for torsional compensation. Friction
along the needle shaft during rotation around its axis results in

5826



120
100

80
60

40
20

0 -20
0

20

  -5

   0

   5

  10

  15

  20

  25

y (mm)

Base

x (mm)

¬ Tip

z 
(m

m
)

y 
(p

ix
el

)

x (pixel)

z 
(p

ix
el

)

x (pixel)

  Detected pixels
   Polynomial fit

Image from top camera

Image from side camera

Thresholding Polynomial fitting 3D needle shape reconstruction

  Detected pixels
   Polynomial fit

Fig. 8: Top and side camera images are used to validate the reconstruction method. Thresholding is applied on images obtained from both cameras. The pixels
that represent the needle shape are localized. A polynomial is fit to the pixel positions. The resulting curves from both camera images are used to reconstruct
the needle shape in three-dimensional space.

a difference between the rotation angle applied at the needle
base and the orientation angle at the tip. This difference
in the rotation angle (hysteresis angle (αhys)) is measured
experimentally. In the calibration experiments, the needle is
inserted 120 mm in the soft-tissue phantom, and then the
needle rotates 360◦ with an angular velocity of 30◦/s in
both directions (clockwise and counterclockwise) as shown in
Fig. 7. The hysteresis is calibrated for the four sensor locations
along the needle. The calibration experiments show that at
sensor locations 1, 2, 3 and 4 (Fig. 2(a)), the angles (αhys) are
found to be 74±6°, 70±7°, 62±9° and 51±7°, respectively.
The data from the calibrated FBG sensors are used for the
needle shape reconstruction method (Section II). By solving
(4) to calculate ακ and measuring the hysteresis effect (αhys),
the calibrated direction of curvature of the needle (ακ,cal) is
calculated as [32]

ακ,cal = ακ + αrot ± αhys

2 , (9)

where ε1, ε2 and ε3 are the strains measured by the three
sensors at a single location, and αrot is the rotation applied
at the base of the needle. The sign of αhys depends on the
direction of needle rotation. The needle shape reconstruction
method is validated using a 3D image-based technique.

C. Validation of the Needle Shape Reconstruction Method

The needle shape reconstruction using FBG sensors in
the soft-tissue phantom is verified using two charge-coupled
device (CCD) cameras (positioned at the top and the side of the
soft-tissue phantom) as a reference measurement (Fig. 6). A
threshold is applied on the images captured from both cameras
to produce binary images (Fig. 8). The resulting image after
thresholding is inverted to make the background black, and
the pixels that represent the needle white. The needle shape
is obtained by localizing the white pixels in the images.
Polynomial fitting of the localized pixels is used to produce
the needle shape in each camera image. The 3D position of
a pixel is calculated by selecting a matching pixel in the two
camera images, as shown in Fig. 8. The algorithm used for 3D
reconstruction is based on a 3D stereoscopic reconstruction

method described by Jahya et al. [33]. The results of the
validation experiments are presented in Section V-A.

V. RESULTS

In this section, we first present the experimental results of
needle shape reconstruction using data from FBG sensors. We
also conduct experiments to steer a flexible needle towards
different target positions in 3D space.

A. Needle Shape Reconstruction

The needle shape reconstruction method (Section II) is
verified for the following experimental cases, where the needle
is inserted at 10 mm/s (within the range of insertion velocities
used in clinical applications (0.4 - 10 mm/s) [34]) and it rotates
about its axis at 30◦/s:

(i) Single-bend: Needle is inserted 120 mm, with no rota-
tion.

(ii) Double-bend: Needle is inserted 120 mm, with 180◦

rotation at: (a) 40 mm, (b) 60 mm and (c) 80 mm
insertion distance.

(iii) 3D double-bend: Needle is inserted 120 mm, with 90◦

rotation at: (a) 40 mm, (b) 60 mm and (c) 80 mm
insertion distance.

(iv) Drilling: Needle rotates continuously (drilling motion)
for the first: (a) 40 mm, (b) 60 mm and (c) full 120 mm
insertion. This is followed by a single-bend insertion.

Each experimental case is repeated six times. The results of
needle reconstruction experiments are shown in Fig. 9. The
final needle shape is also determined using camera images
to validate the reconstruction method. The difference (etip)
between the tip position (x-, y- and z-coordinates) obtained
using FBG sensors and camera images is calculated as

etip = ‖pFBG − pcam‖ , (10)

where pFBG and pcam are the tip positions measured using
FBG sensors and camera images, respectively. The maximum
mean tip error is 2.1 ± 1.1 mm, and is observed for the 3D
double-bend case.
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Fig. 9: Needle shape reconstruction ((a) top view and (b) side view) for insertion into a soft-tissue phantom: 1© Single-bend (mean tip error (etip) is
1.5±0.8 mm). 2© Double-bend (etip is 2.0 ± 0.7 mm). 3© Three-dimensional double-bend (etip is 2.1 ± 1.1 mm). 4© Drilling (etip is 1.7 ± 1.2 mm). Each
experiment is repeated six times.

B. Needle Steering

The data obtained from FBG sensors are used as feedback
for closed-loop needle steering as described in Section III.
The radius of curvature (rcur) of the needle is determined
experimentally from the single-bend experiments by fitting the
needle shape to a circle and calculating the radius of the fitted
circle. The value of rcur used in the steering experiments is
375 mm. In the experiments, the target is positioned initially
in the reachable region of the needle. The needle can rotate
in both directions to reduce the effect of needle torsion in the
soft-tissue phantom. Hysteresis calibration is performed online
before every rotation during the steering experiments. Experi-
ments are conducted to steer the needle towards four different
target positions. The target positions and reconstructed needle
shapes during steering experiments are shown in Fig. 10. Three
steering experiments are performed for each target position.
The mean targeting error is calculated as ‖ptip − ptar‖, where
ptip is the tip position and ptar is the target position. The needle
shape is also reconstructed using camera images for validation.
The results show that the mean targeting error (etip) measured
using the FBG sensors and camera images are 1.2±0.5 mm
and 1.3±0.9 mm, respectively.

VI. DISCUSSION

In this study, a 3D needle steering algorithm is developed to
steer a flexible needle towards a target. The steering algorithm
uses 3D needle shape as feedback from the FBG sensors.
Twelve FBG sensors are embedded on a 1.0 mm diameter
flexible Nitinol needle. The needle bending strain is measured
at four locations along the needle shaft. 3D needle curvature is
derived from the measured strains. K-nearest neighbor interpo-
lation is used to estimate the curvature along the entire needle.

Hysteresis calibration is also applied to estimate difference
between the needle orientation at the tip and base. This is
caused by friction between the needle and the surrounding
tissue during rotation about its axis. Hysteresis is compensated
for by calculating the angle (αhys) for accurate steering and
shape reconstruction.

Needle shape is reconstructed in real-time for both in-
plane and out-of-plane insertions in a soft-tissue phantom.
The reconstructed needle shape using FBG sensors is validated
using camera images as a reference. The errors between the 3D
tip position obtained from FBG sensors and camera images are
1.5 mm, 2.0 mm, 2.1 mm and 1.7 mm for single-bend, double-
bend, 3D double-bend and drilling insertions, respectively.

The steering algorithm estimates the region that the needle
can reach during insertion in real-time. The needle is steered
to keep the target in the reachable region. The volume of
the reachable region decreases during insertion. Experiments
are conducted to evaluate the steering algorithm. The needle
is steered towards target positions in 3D space. The mean
targeting error is 1.3 mm. These results show that FBG sensors
can be combined with clinical imaging modalities or used
independently for robotically steering needles. Furthermore,
preliminary experiments show the feasibility of using the
needle shape reconstruction method in biological tissue (please
refer to the attached video).

The accuracy of the 3D needle shape reconstruction method
can be improved if we increase the number of sensors in-
tegrated on the needle. Needle steering will be extended to
include path planning algorithms to select the optimal path
that the needle can follow to reach a target. Target motion
in 3D space will also be tracked in real-time to increase the
targeting accuracy.
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