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Abstract—Needle insertion in soft-tissue is aminimally invasive surgical procedure

that demands high accuracy. In this respect, robotic systemswith autonomous

control algorithms have been exploited as themain tool to achieve high accuracy and

reliability. However, for reasons of safety and responsibility, autonomous robotic

control is often not desirable. Therefore, it is necessary to focus also on techniques

enabling clinicians to directly control themotion of the surgical tools. In this work, we

address that challenge and present a novel teleoperated robotic system able to steer

flexible needles. The proposed system tracks the position of the needle using an

ultrasound imaging system and computes needle’s ideal position and orientation to

reach a given target. Themaster haptic interface then provides the clinician with

mixed kinesthetic-vibratory navigation cues to guide the needle toward the computed

ideal position and orientation. Twenty participants carried out an experiment of

teleoperated needle insertion into a soft-tissue phantom, considering four different

experimental conditions. Participants were providedwith eithermixed kinesthetic-

vibratory feedback ormixed kinesthetic-visual feedback.Moreover, we considered

two different ways of computing ideal position and orientation of the needle: with or

without set-points. Vibratory feedbackwas foundmore effective than visual feedback

in conveying navigation cues, with amean targeting error of 0.72mmwhen using

set-points, and of 1.10mmwithout set-points.

Index Terms—Computers and information processing, haptic interfaces, force

feedback, engineering in medicine and biology, surgical instruments, biomedical

equipment, hypodermic needles, biomedical imaging
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1 INTRODUCTION

NEEDLE insertion in soft-tissue is a minimally invasive surgical
(MIS) procedure used for diagnostic and therapeutic purposes,
and it is one of the many surgical procedures that may greatly
benefit from the use of teleoperated robotic systems [1]. Inaccu-
rate placement of the needle tip may, in fact, result in misdiagno-
sis or unsuccessful treatment during, for instance, biopsies or
brachytherapies [1], [2]. Hence, researchers have been constantly
trying to develop new techniques and systems able to enhance
the accuracy of this type of needle insertions. Flexible needles
are one of these technological advancements, introduced to pro-
vide enhanced steering capabilities. Several control algorithms
have been developed for maneuvering flexible needles in two-
and three-dimensional spaces. Duindam et al. developed a
model to describe three-dimensional (3D) deflection of bevel-
tipped flexible needles for path planning purposes [3], and
Hauser et al. developed a 3D feedback controller to steer needles
along a helical path [4]. However, results from both Duindam
et al. and Hauser et al. were based solely on simulations, and no
experiments in real scenarios were performed. More recently,
Abayazid et al. presented a 2D ultrasound image-guided steering

algorithm [5] and a 3D needle steering controller for bevel-tipped
flexible needles [6], where they used Fiber Bragg Grating sensors
to reconstruct the needle shape in real-time.

However, for reasons of safety and responsibility, it would be
beneficial to provide clinicians with direct control of the motion of
the medical instrument [7], [8]. In such a case, the clinician needs
to observe, from the master side, the environment the needle is
interacting with. This is possible through different types of infor-
mation that flow from the remote scenario to the human operator.
They are usually a combination of visual, auditory and haptic stim-
uli. Visual and auditory feedback are already employed in com-
mercial robotic surgery systems (e.g., the da Vinci Si Surgical
System) while it is not common to find commercially-available
devices implementing haptic force feedback.

However, force feedback is widely considered to be a valuable
navigation tool during teleoperated surgical procedures [9], [10]. It
enhances clinicians’ performance in terms of completion time of a
given task [11], [12] , accuracy [9], [13], [14] , peak andmean applied
force [11], [14], [15]. Force feedback also improves performance in
fine microneedle positioning [10], telerobotic catheter insertion [16],
and cardiothoracic procedures [17]. Moreover, haptic feedback can
be also employed to augment the operating environment, providing
additional valuable information to the clinician, such as navigation
cues. For example, Nakao et al. [18] presented a haptic navigation
method that allows clinicians to avoid collision with forbidden
regions during surgery. It employs kinesthetic feedback through a
2D master manipulator. In addition to these approaches, which
mostly involve kinesthetic force feedback, there is also a growing
interest in vibratory feedback. Erp. et al. [19], for instance,
employed a vibrating waist belt to provide navigation information
to the user. More recently, Kuchenbecker et al. presented the Verro-
Touch system [20], which measures the vibrations at the tip of the
surgical tool and recreates them on the master handle.

1.1 Contributions
In this study we present an innovative teleoperation system for
steering flexible needles. It enables clinicians to directly maneuver
the surgical tool while providing them with navigation cues
through kinesthetic and vibratory force feedback.

The ultrasound-guided tracking algorithm of Vrooijink et al.
[21] tracks in real-time the needle tip and estimates its reachable
region. The steering algorithm of Abayazid et al. [6] then computes
ideal position and orientation of the needle to always keep the tar-
get in its reachable region. The master system uses this information
to provide the clinician with haptic feedback about needle’s ideal
position and orientation. This information is provided as a combi-
nation of kinesthetic and vibratory force. A picture of the teleopera-
tion system is reported in Fig. 1. Moreover, Fig. 2 shows how the
master and slave systems are inter-connected. In addition to the
description of the system, we present its evaluation in a paradig-
matic needle steering task. We compared the performance of the
proposed feedback approach (kinesthetic and vibratory) with a
more popular feedback technique that combines kinesthetic and
visual feedbacks. Our hypothesis is that providing both cues
through the same sensory channel (haptic) performs better than
providing the two cues through different sensory channels (haptic
and visual).

1.1.1 Shared- vs. Autonomous-Control Systems

The main difference between the approach presented by Abaya-
zid et al. and the one presented here is the role of the human
operator. In the work of Abayazid et al., the controller has full
control on the motion of the slave robot, applying the computed
ideal position and orientation directly to the needle. No human
is involved in the control loop. In our work, on the other hand,
the controller still evaluates the ideal position and orientation of
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the needle but does not directly control the needle’s motion.
Ideal position and orientation are provided to the master inter-
face, which present them to the clinician, who, in turn, com-
mands the slave robot and steers the needle toward its target
point. The clinician has thus full control on the motion of the
needle, and haptic feedback provides the necessary guiding
information. The complexity of the flexible needle kinematics
and medical scenario make haptic feedback a valuable support
tool for guidance. Finally, to the best of our knowledge, no com-
mercially-available surgical system provide such a rich pattern
of information through the haptic channel.

2 TELEOPERATION SYSTEM

The slave system consists of a bevel-tipped nitinol needle mounted
on a two degrees-of-freedom (DOF) robotic device. The robot
allows the needle to move along the direction of insertion and

rotate about its axis (see Fig. 3). Moreover, an ultrasound-guided
tracking system is used to determine needle tip position during the
insertion. Needle’s tracking is guaranteed by a 18 MHz ultrasound
transducer mounted on a three DOF Cartesian robot, which follows
the needle tip during the insertion. The transducer is connected to a
Siemens Acuson S2000 ultrasound machine. The steering and
tracking algorithms are summarized in Section 3.1.

The master system consists of the single-contact grounded hap-
tic interface Omega 6 (Force Dimension, Switzerland), shown in
Fig. 4. Two rigid clamps prevent the wrist of the haptic device
from moving. The actuators then block two additional DOF, result-
ing in a haptic interface with 2 DOF, one active (translation in the x
direction) and one passive (rotation of the pen-shaped end-effector
about the x-axis). The master interface allows the clinician to steer
the needle and provides her with navigation cues through kines-
thetic and vibratory force feedback. The haptic rendering algorithm
is detailed in Section 3.2.

Communication between the slave and the master systems is set
up through a User Datagram Protocol over IP (UDP/IP) socket
connection on an Ethernet Local Area Network (LAN). The stabil-
ity of the teleoperation system is guaranteed by the passivity-based
approach presented by Franken et al. [22].

Fig. 1. Teleoperation system. Through the Omega 6 haptic device the clinician
controls the motion of the slave robot and, thus, the needle. The haptic interface
also provides the clinician with navigation cues about the ideal position and orien-
tation of the needle tip, as evaluated by the steering algorithm.

Fig. 2. Teleoperation system overview. The ultrasound-guided steering algorithm,
presented in Section 3.1, computes the ideal position and orientation of the needle.
The haptic interface provides this information to the clinician through a mix of kin-
esthetic and vibratory forces, as described in Section 3.2. The clinician then con-
trols the motion of the slave robot from the master interface.

Fig. 3. Slave system. The two degrees-of-freedom robotic device steers the flexi-
ble needle according to the commanded position pxðtÞ and commanded orientation
uðtÞ, provided by the master device. The ultrasound transducer allowed to track the
needle during the insertion.

Fig. 4. Kinesthetic-vibratory feedback. The Omega 6 haptic interface enables the
operator to directly steer the needle while being provided with kinesthetic force fk
and vibratory force fv about needle’s ideal position and orientation, respectively.
The motion of the haptic device is constrained along its x-axis (white arrow). This
feedback modality provides no visual information.
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3 METHODS

3.1 Slave System
The slave system is in charge of tracking and steering the needle
during its insertion into the soft-tissue phantom.

The needle tip tracking algorithm estimates the 3D needle tip
pose intra-operatively through a 2D ultrasound transducer [21].
On the other hand, the steering control algorithm, starting from
the estimated needle pose, computes the ideal position and ori-
entation of the needle to reach the given target. More details
about the steering algorithm can be found in the work by
Abayazid et al. [6]. A modified version of this algorithm consists
in steering the needle toward the final target through a sequence
of preceding points, which we referred to as set-points [23]. As
the needle tip reaches a set-point, the next one is automatically
set to be the goal, and so on, until, eventually, the only point left
is the final target. In both cases, the algorithm provides the hap-
tic interface with the reference signals at 25 Hz, which is the
refresh rate of the ultrasound machine.

3.2 Master System
The master system is in charge of steering the slave robot and dis-
playing navigation cues to the clinician, i.e., ideal position and ori-
entation of the needle as computed by the control algorithm. In
order to avoid confusion, and consequent possible errors in the
medical intervention, the meaning of such cues must be easy to
understand.

In this paper we propose to provide the clinician with a com-
bination of kinesthetic and vibratory feedback, as detailed in
Section 3.2.1. Conveying information solely through the haptic
channel leaves, in fact, other sensory channels free. For example,
an operator teleoperating a needle using this feedback condition
may also be provided with additional visual information (e.g.,
an ultrasound image of the needle). Moreover, we expect it to be
more effective than providing multiple cues through different
sensory channels. For this reason, we decided to compare our
mixed kinesthetic-vibratory approach to a different combination
of stimuli. This second feedback modality provides the operator
with a combination of kinesthetic and visual feedback, as
detailed in Section 3.2.2.

3.2.1 Mixing Kinesthetic and Vibratory Feedback

Combining multiple haptic stimuli to convey both ideal position
and orientation of the needle is an interesting and promising
choice. It leaves other sensory channels free and uses a single inter-
face to both steer the slave robot and display navigation cues to the
operator. However, it has to face the challenging problem of con-
veying two stimuli through the haptic sensory channel.

In order to differentiate those stimuli, we propose to provide
the operator with

i) kinesthetic force fk to convey information about the ideal
position of the needle tip,

ii) vibratory force fv to convey information about the ideal ori-
entation of the needle tip,

as depicted in Fig. 4. Ideal position pi;xðtÞ 2 < and ideal orientation
uiðtÞ 2 < at time t are computed by the steering algorithm as
described in Section 3.1.

Kinesthetic force feedback along the x-axis is controlled by a
penalty function based on the distance between the position of the

haptic probe pðtÞ ¼ pxðtÞ pyðtÞ pzðtÞ
! "T2 <3x1 and the current

ideal position pi;xðtÞ, while the motion along the y and z axes is
blocked:

fk ¼ K DðtÞ %B _DðtÞ; (1)

where B ¼ 1:5 I3 Ns/m, K ¼ diag 1 4 4½ ' N/mm, and D ¼
piðtÞ % pðtÞ is the distance between the ideal position piðtÞ ¼
½pi;xðtÞ 0:10 0:08'T m and the current position of the haptic
probe. The motion is thus limited along the x-axis and a kines-
thetic force guides the operator toward pi;xðtÞ. Reference position
piðtÞ along the y and z axis was chosen to keep the end-effector
of the Omega interface equidistant from its three actuators (as in
Fig. 4).

On the other hand, information concerning the orientation of
the needle tip is provided through vibratory feedback. It is con-
trolled by a penalty function based on the difference between the
ideal orientation uiðtÞ and the current orientation of the haptic
probe uðtÞ 2 <:

fv ¼ A1juiðtÞ % uðtÞj sgnð sin ðvtÞÞ; (2)

whereA1 ¼ 3
p I3x1 N/rad and

v ¼ 200 Hz if uðtÞ % uiðtÞ ( 0;
150 Hz if uðtÞ % uiðtÞ < 0:

#

Vibrations thus provide information about the ideal orientation
uiðtÞ, indicating in which direction and how much the clinician
should rotate the pen-shaped haptic probe. Frequency v indicates
in which direction the clinician should rotate the pen-shaped hap-
tic probe: clockwise for v ¼ 200 Hz and counter-clockwise for
v ¼ 150 Hz. Frequency values are chosen to maximally stimulate
the Pacinian corpuscle receptors [24], be easy to distinguish [25]
and fit the master device specifications. On the other hand, the
amplitude of these vibrations indicates how much the clinician
should rotate the haptic probe: no vibrations indicated the best per-
formance. Amplitude scaling matrix A1 is chosen to maximize the
just-noticeable difference [26] for the error juiðtÞ % uðtÞj and fit the
master device specifications.

The total force provided to the operator through the Omega 6
haptic interface is then evaluated by combining eq. (1) and (2),

ft;1 ¼ fk þ fv: (3)

The operator is asked to keep the magnitude of ft;1 as small as pos-
sible, since a null value of this force denotes the least error. The
haptic interface refresh rate is 1 kHz.

3.2.2 Mixing Kinesthetic Force and Visual Feedback

In order to better evaluate the effectiveness of our mixed kines-
thetic-vibratory approach, we compared it to a different combi-
nation of stimuli, employing a popular visual feedback
technique [9]. In this alternative feedback condition we provide
the operator with

i) kinesthetic force fk to convey information about the ideal
position of the needle tip (as in the previous kinesthetic-
vibratory approach),

ii) visual feedback to convey information about the ideal ori-
entation of the needle tip,

as depicted in Fig. 5. Ideal position pi;xðtÞ 2 < and ideal orientation
uiðtÞ 2 < at time t are again computed by the steering algorithm as
described in Section 3.1.

Kinesthetic force feedback is computed as in the kinesthetic-
vibratory modality (see eq. (1)). The motion is again limited along
the x-axis and a kinesthetic force guides the operator toward
pi;xðtÞ. Moreover, since this time kinesthetic force is the only force
applied to the operator, we can define the total force provided
through the Omega 6 simply as

ft;2 ¼ fk: (4)
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On the other hand, information concerning the orientation of the
needle tip is now provided through visual feedback. A black hori-
zontal bar shows on the screen the difference between the ideal ori-
entation uiðtÞ and the current orientation of the haptic probe uðtÞ.
Its height is fixed to 5mm and its width varies as

lv ¼ A2ðuiðtÞ % uðtÞÞ;

where A2 ¼ 10
p cm/rad. The operator is asked to keep lv as small as

possible, since a null value of the bar width denotes the least error.
If lv < 0 the bar grows on the left, and the operator thus needs to
rotate the pen-shaped end-effector clockwise (as in Fig. 5). Otherwise,
if lv ( 0, the bar grows on the right, and the operator is required to
rotate the end-effector counter-clockwise. Amplitude scaling matrix
A2 is chosen to provide good sensitivity to the error juiðtÞ % uðtÞj and
be seen in one glance, without the need of rotating the head.

4 EXPERIMENTAL EVALUATION

This section presents the experimental validation of the inte-
grated teleoperation system. The experimental setup is shown in
Figs. 1. It is composed of the slave and master systems described
in Section 2. The slave robot steers a flexible nitinol alloy needle
with a diameter of 0:5 mm and a bevel angle (at the tip) of 30*.
The needle is inserted into a soft-tissue phantom made of

gelatine mixture, to which silica powder is added to mimic the
acoustic scattering of human tissue [6].

We tested our system while providing the subjects with
either the kinesthetic-vibratory modality presented in Sec-
tion 3.2.1 or the kinesthetic-visual modality presented in Sec-
tion 3.2.2. Moreover, we considered two different ways of
computing ideal position and orientation of the needle: with or
without set-points (see Section 3.1).

4.1 Teleoperation of Flexible Needles
Twenty participants (12 males, eight females, age range 23-56
years) took part in the experiment, all of whom were right-handed.
Four of them had previous experience with haptic interfaces. None
of them had experience in the medical field. None reported any
deficiencies in their perception abilities.

The task consisted of steering the needle toward a given target
point, located at ot ¼ ½85 %10 5'T mm with respect to the initial
position of the needle (see Fig. 3). The control algorithm calculates
the ideal position and orientation of the needle tip using either set-
points or not, as discussed in Section 3.1. The haptic interface
presents these two pieces of information either via kinesthetic-
vibratory feedback or kinesthetic-visual feedback, as discussed in
Section 3.2. The operator then steers the needle, relying only on
these navigation cues. A video of the experiment can be down-
loaded from http://goo.gl/KRE51k. Each participant made four
randomized trials of the needle steering task, with one repetition
for each condition proposed:

i) kinesthetic-vibratory feedback with ideal position and ori-
entation calculated using set-points (VB+S),

ii) kinesthetic-vibratory feedback with ideal position and ori-
entation calculated without using set-points (VB),

iii) kinesthetic-visual feedback with ideal position and orienta-
tion calculated using set-points (VI+S),

iv) kinesthetic-visual feedback with ideal position and orienta-
tion calculated without using set-points (VI).

In order to avoid providing undesired auditory cues, partici-
pants were isolated from external noises through a pair of noise-
cancelling headphones. Participants were informed about the pro-
cedure before the beginning of the experiment and a 10-minute
familiarization period was provided to make them acquainted
with the experimental setup. The mean error in reaching the target
point et, and the mean errors over time in following the ideal posi-
tion and orientation signals, ep and eo, provided a measure of accu-

racy. Error et is calculated as knf % otk; where nf 2 <3x1 represents
needle tip position at the end of the task. Errors on the ideal sig-
nals, ep and eo, are computed as the mean over time of kpxðtÞ%
pi;xðtÞk and kuðtÞ % uiðtÞk, respectively. A null value of these three
metrics denotes the best performance.

Fig. 6a shows targeting error et for the four experimental condi-
tions. The collected data passed Shapiro-Wilk normality test but
not Levene’s homogeneity test. Comparison of the means among
the feedback modalities was thus tested using Welch ANOVA. The

Fig. 5. Kinesthetic-visual feedback. The Omega 6 haptic interface enables the
operator to directly steer the needle while being provided with kinesthetic force fk
and visual feedback about needle’s ideal position and orientation, respectively.

Fig. 6. Needle insertion experiment. (a) Targeting error et, (b) position error ep, and (c) orientation error eo (mean and SD are plotted) for the kinesthetic-visual w/ set-
points (VI+S), kinesthetic-visual w/o set-points (VI), kinesthetic-vibratory w/ set-points (VB+S), and kinesthetic-vibratory w/o set-points (VI) conditions. Lower values of
this metrics indicate higher performances in completing the given task.
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means differed significantly among the feedback modalities
(F3;41:116 ¼ 9:321; p < 0:001, a ¼ 0:05). Post-hoc analysis (Games-
Howell post-hoc test) revealed statistically significant difference
between groups VI+S and VB+S (p ¼ 0:025), VB+S and VB
(p ¼ 0:038), VI+S and VI (p ¼ 0:046), and VI and VB+S (p < 0:001).
Moreover, although groups VI and VB were not found significantly
different, comparison between them fell very short of significance
(p ¼ 0:074). No difference was revealed between VI+S and VB
(p ¼ 0:999).

Fig. 6b shows position error ep for the four experimental condi-
tions. The collected data passed Shapiro-Wilk normality test and
Levene’s homogeneity test. Comparison of the means among the
feedback modalities was tested using one-way ANOVA. The
means did not differed significantly among the feedback modali-
ties (F3;76 ¼ 0:231; p ¼ 0:875; a ¼ 0:05).

Fig. 6c shows orientation error eo for the four experimental con-
ditions. The collected data passed Shapiro-Wilk normality test and
Levene’s homogeneity test. Comparison of the means among the
feedback modalities was tested using one-way ANOVA. The
means differed significantly among the feedback modalities
(F3;76 ¼ 8:047; p < 0:001; a ¼ 0:05). Post-hoc analysis (Tukey HSD
post-hoc test) revealed statistically significant difference between
groups VI+S and VB+S (p ¼ 0:043) and VI and VB+S (p < 0:001).
Moreover, although groups VI and VB were not found significantly
different, comparison between them fell very short of significance
(p ¼ 0:057). No difference was revealed between the other groups
(VI+S and VI, p ¼ 0:129; VI+S and VB, p ¼ 0:984; VB+S and VB,
p ¼ 0:100).

The experiment lasted 7.1 minutes on average. No difference
between the conditions was observed in terms of task completion
time.

5 DISCUSSION AND FUTURE WORKS

Four experimental conditions were tested, considering two ways of
computing ideal stimuli, i.e. with and without set-points (see Sec-
tion 3.1), and two feedback modalities, i.e. kinesthetic-vibratory
and kinesthetic-visual (see Section 3.2). The average error in reach-
ing the target point et, and the average errors in following the ideal
position and orientation signals, ep and eo, provided a measure of
accuracy. Results are reported in Section 4.1 and Fig. 6. Targeting
errors et and orientation errors eo were lower for kinesthetic-vibra-
tory conditions VB and VB+S with respect to kinesthetic-visual
conditions VI and VI+S, respectively. Considering separately the
two ways of computing ideal stimuli, vibratory feedback thus led
to improved performance with respect to the visual one. On the
other hand, as expected, no difference was found in position errors
ep. All the four experimental conditions, in fact, provided naviga-
tion cues about ideal position through kinesthetic force. It is also
worth highlighting that, in general, following kinesthetic cues was
much easier than following the vibratory ones, since the motors of
the Omega actively pushed the end-effector toward the computed
ideal position.

As expected, participants showed worse performance with
respect to the autonomous controller presented by Abayazid
et al. [6], where the steering algorithm controlled directly the
slave robot achieving a mean targeting error et of 1:3 mm.
However, the targeting accuracy achieved in our work is still
sufficient to reach the smallest lesions detectable using state-of-
art ultrasound imaging systems (f 2 mm).

Work is in progress to evaluate the proposed teleoperation
system in different clinically-relevant scenarios. We plan to test
the proposed system with different target points, different algo-
rithms to calculate ideal signals, introducing obstacles to avoid,
and using biological tissue. Moreover, we will ask clinicians to
be part of our next user study. We also plan to substitute

kinesthetic feedback with stimuli of another sensory modality
(e.g., cutaneous, audio), in order to make the system intrinsically
passive [9] and safe, with no need of stability control. Finally,
work is in progress to use kinesthetic force to provide clinicians
with force feedback regarding the mechanical properties of the
tissue being penetrated.
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