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Abstract— Magnetic resonance imaging (MRI) provides ex-
cellent image contrast for various types of tissues, making it a
suitable choice over other imaging modalities for various image-
guided needle interventions. Furthermore, robot-assistance is
maturing for surgical procedures such as percutaneous prostate
and brain interventions. Although MRI-guided, robot-assisted
needle interventions are approaching clinical usage, they are
still typically open-loop in nature due to the lack of contin-
uous intraoperative needle tracking. Closed-loop needle-based
procedures can improve the accuracy of needle tip placement
by correcting the needle trajectory during insertion. This
paper proposes a system for robot-assisted, flexible asymmetric-
tipped needle interventions under continuous intraoperative
MRI guidance. A flexible needle’s insertion depth and rotation
angle are manipulated by an MRI-compatible robot in the
bore of the MRI scanner during continuous multi-planar image
acquisition to reach a desired target location. Experiments are
performed on gelatin phantoms to assess the accuracy of needle
placement into the target location. The system was able to
successfully utilize live MR imaging to guide the path of the
needle, and results show an average total targeting error of
2.5±0.47mm, with an average in-plane error of 2.09±0.33mm.

I. INTRODUCTION

Needle-based percutaneous interventions such as biopsies,
brachytherapy, and ablation are some of the most common
types of minimally invasive procedures. The success rate of
these procedures is closely related to the accuracy of the
needle tip placement. Fluoroscopy, computed tomography
(CT), ultrasound (US), and magnetic resonance (MR) are the
imaging techniques typically used by surgeons to localize
the needle tip and the suspected lesion. In the case of
prostate biopsy, the gold standard technique is the transrectal
ultrasound scan (TRUS) guided biopsy, where continuous US
images are used to guide the needle while it is being inserted
towards the suspected lesion in the prostate. However, TRUS-
guided biopsy has only 32-43% detection rate since lesion
visualization in US images is difficult [1]. Whereas, MRI
provides more detailed anatomical images than US and an
early stage lesion might be visible due to the high soft tissue
contrast. But, to perform needle-based procedures using MRI
guidance, the surgeon must overcome challenges including
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Fig. 1. Overall system setup showing: user interfaces for robot controller
application and needle tracking application (inlay, in console room), MRI
compatible robot controller (beside scanner), and the MRI compatible robot
which resides on the scanner bed beside the phantom and holds the bevel-
tipped needle.

a limited workspace, MRI compatibility of instruments, and
difficulties of acquiring continuous intraoperative MR images
of the region of interest during the intervention.

The use of robotic systems inside the MRI environment
can help the surgeon to perform needle-based procedures
with MRI guidance [2]–[6]. Still, most of the procedures
proposed so far are still open-loop due to the lack of an ef-
fective MRI-based needle tracking method. The development
of an autonomous needle tracking system is crucial for the
implementation of closed-loop needle insertions. However,
MR image acquisition time, difficulties to keep the needle
tip in the field of view, and quality of fast and continuous
MR images for tracking the needle are issues that make MRI-
based needle steering a challenging task. Active needle and
catheter tracking techniques were proposed in [7]–[9], but
an RF coil has to be placed on the needle tip to be tracked.
Just a few works deal with passive tracking. In [10] needle
tracking for two-dimensional (2D) MR images is presented
while in [11] a system to track the plane of an active loopless-
antenna needle is described. Although these systems were
used for needle tracking, feasibility of using these methods
for closed-loop needle steering has not been evaluated. Using
needle tracking for closed-loop flexible needle steering can
improve accuracy of needle-based interventions.

The use of flexible bevel-tipped needles instead of conven-
tional rigid needles increases the steerability. The enhanced
steerability improves accessibility to a lesion which might
be obstructed by structures such as nerves, blood vessels
or bones on the insertion path. These needles deflect when
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Fig. 2. System architecture showing hardware and software subsystems
for control of the robot and the MRI scanner. Communication between the
system components uses the OpenIGTLink and Bowler Stack protocols.
The steering parameters (p) include the needle rotation angle and insertion
depth.

they are inserted into soft tissue due to the asymmetric
interaction forces between the tissue and the bevel tip.
Robotic systems used to insert flexible bevel-tipped needles
have been presented using video cameras [12], fluoroscopic
images [13], ultrasound images [14] and electromagnetic
trackers [15] to provide needle tip position feedback. These
systems use needle insertion and rotation around the insertion
axis to steer the needle towards a target. In [16] duty-cycled
rotations were used to provide different needle curvatures,
while in [17] only the natural curvature of the needle was
used for steering. A feasibility study of manual steering of a
flexible needle in the MR environment was presented in [18],
where the manual insertions and rotations induced significant
errors. Therefore, using an MRI-compatible robotic system
to automate insertion and rotation with MRI-based needle
tracking system can result in an accurate MRI-guided bevel-
tipped needle steering.

In this paper, a robot-assisted closed-loop flexible needle
steering using MR images as feedback is demonstrated. The
proposed system consists of an MRI-compatible robot, fast
and continuous MR image acquisition, autonomous needle
tracking incorporating control of the MRI scan plane ge-
ometry, and a needle steering algorithm to insert a flexible
bevel-tipped needle towards a pre-defined target as shown
in Fig. 1. To the best of our knowledge this is the first time
that robot-assisted flexible needle steering is performed using
continuous intraoperative MR images for feedback.

II. SYSTEM ARCHITECTURE

The system is composed of: (1) hardware subsystem and
(2) software subsystem. Components of the hardware sub-
system are: (a) MRI compatible robot, (b) MRI compatible
robot controller, and (c) MRI scanner. Components of the
software subsystem are: (a) autonomous needle tracking and
scan plane control application, (b) robot control application,
and (c) needle steering algorithm. Fig. 2 shows the overall
system architecture and components of the system.

The hardware subsystem focuses on continuous intraop-
erative MR image acquisition and needle steering using
the robot placed inside the MRI scanner bore. The flexible
needle is driven by the MRI-compatible interventional robot
designed to place the needle in the tightly-constrained MRI

Autonomous Scan Geometry control

Sagittal Image Coronal Image

Tracked needle 
tip in AS plane

Tracked needle tip
in RS plane

Needle tip with RAS coordinates

3D needle entry point

Fig. 3. Flow chart of the needle tracking application workflow. The
application tracks the needle tip in alternating sagittal and coronal images
and automatically adjusts the scan plane geometry to maintain the needle
tip at their cross-section.

scanner bore. The robot is driven by non-harmonic piezoelec-
tric motors (PiezoMotor PiezoLegs actuators, Uppsala, Swe-
den). The robot controller located beside the MRI scanner
in Fig. 1 is custom developed to be compatible with an MRI
environment and provides high-precision closed-loop control
of piezoelectric motors, as previously reported in [19].

The software subsystem focuses on autonomously track-
ing the needle in the most recently acquired MR images,
calculating steering parameters, controlling the robot and
communication between these components. The connection
between the robot controller and the robot control application
is established via the fiber optic Ethernet which runs through
the patch panel on the wall of the scanner room to eliminate
the electrical noise. For the described implementation using
a Philips 3T Achieva scanner, the scanner console and the
tracking application communicates using the XTC (eXTernal
control) [20] Corba Data Dumper to continuously acquire
MR images and send the image position and orientation for
future scans. Using the most recent images, the needle track-
ing application calculates the 3D needle position and sends
it to the steering algorithm over OpenIGTLink [21] which is
an open source protocol for communication among image-
guided therapy (IGT) applications. The steering algorithm
interpolates all past and current needle positions received
from the needle tracking application and calculates insertion
and rotation values to steer the needle towards the desired
target for each increment. The steering parameters calculated
by the steering algorithm are sent to the robot controller
application over OpenIGTLink, which are passed to the robot
controller over the Bowler communication protocol [22].

III. MR BASED NEEDLE TRACKING

Autonomous needle tracking in MR images is a challeng-
ing task as it requires fast and continuous MR image ac-
quisition, visualization, autonomous scan geometry control,
and needle tip tracking. Fig. 3 shows the flowchart of the
autonomous needle tracking application, where R (right), A
(anterior) and S (superior) coordinates are position of the
needle tip in scanner coordinates, corresponding with X, Y
and Z coordinates, respectively.
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Fig. 4. Scan geometry control showing how the sagittal image is moved
Left/Right(’R’ axis) and coronal image is moved Up/Down (’A’ axis)
autonomously to ensure that the needle tip is always visible in both images.
For sagittal image only the ’R’ coordinate of the image position changes,
while for the coronal image only the ’A’ coordinate of the image position
changes.

A. Continuous MR Image Acquisition

The MR images should be of sufficient image quality to
detect the needle tip, while being fast enough to provide con-
tinuous tracking. To reduce the scanning time, one coronal
and one sagittal image is acquired with a slice thickness of
10 mm, resulting in two normal projection images of the
needle as shown in Fig. 4. As described in the subsection
III-B, the scan geometry is updated continuously to acquire
the sagittal and the coronal images one after the other. The
thickness of the slice ensures high SNR while ensuring that
the needle is maintained in the field of view.

The MRI sequence used for fast image acquisition is
Spoiled Gradient Echo sequence T1-FFE (Fast Field Echo).
By using T1-FFE, it is possible to obtain an MR image in
either sagittal or coronal plane approximately every 750 ms.
The T1-FFE sequence parameters used for all the experi-
ments are: TR: 6.9291 ms, TE: 3.37 ms, Flip angle: 5◦, FOV
(Field of View): 120 X 120 mm, acquisition resolution: 1 X
1 mm and reconstruction resolution: 0.42 X 0.42 mm.

B. Autonomous Scan Geometry Control

Scan geometry for the autonomous tracking application
used in this paper is defined as a combination of (1)
image orientation (transverse/sagittal/coronal) and (2) image
position (R, A, S). The needle tip should be visible in both
acquired projection images in order to calculate the 3D
position of the tip. Since the slices are 10 mm thick, any
deflection beyond that causes the needle tip to go out of the
acquired projection images. Therefore, the scan geometry is
updated using the located tip position in the most recent
projection images in order to keep the needle tip visible
all the time. As shown in Fig. 4 the sagittal image is
moved along the R-axis based on the needle tip position
determined in the most recent coronal image. Likewise, the
coronal image is moved along the A-axis based on the needle

(a)

(b)

(c)

(d)

(e) (f)

Fig. 5. Autonomous needle tracking: (a) original image, (b) cropped to
region of interest, (c) after median blur, (d) after thresholding, (e) after
contour detection and center of contour bounding box, and (f) needle tip
overlaid on original image.

tip position determined in the most recent sagittal image,
maintaining the tip at the cross section.

C. Autonomous needle tracking

Tracking the needle tip is a crucial task for closed-loop
needle steering. Using the projection images, the tracking
problem is reduced from a 3D volume to two 2D images. As
shown in Fig. 5, most recent images are processed to segment
the needle tip using image processing operations including
median blurring, thresholding and contour detection over
the region of interest and tracked needle tip is overlaid
on the original images. Overlayed images are displayed to
visualize the needle tip position and trajectory using the
tracking application presented in Fig. 6. MR images are being
acquired all the time and the needle tip is updated every
time new set of images are available. The 3D needle tip
coordinates are determined by taking ’R’ coordinate from the
coronal image and ’A’ and ’S’ coordinates from the sagittal
image with an assumption that the ’S’ coordinate is same
in both images due to the same value for the ’S’ coordinate
in scan geometries. Combined needle tip (Rtip, Atip, Stip)
coordinates are sent to the steering algorithm and the scan
geometry is updated.

IV. NEEDLE STEERING ALGORITHM

A flexible needle with an asymmetric beveled tip bends
as it is inserted into the soft tissue due to the asymmetric
interaction forces between the bevel tip and the tissue. The
needle is assumed to move along an approximately constant
curvature path in the direction corresponding with its bevel
tip [23]. Thus the needle can be steered in the 3D space
by axially rotating the needle while it is inserted. The
steering algorithm defines the axial rotation angle (α) and the
insertion step depth needed to steer towards a target based
on the needle and target pose.

First, the needle pose (Ttip) and target pose (Ttar) have
to be determined in the global frame. The target pose is
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Fig. 6. Autonomous needle tracking application showing: (1) the scanner
control interface for configuring the scanner interface, (2) image processing
parameters for autonomous tracking, (3) list of all the images received from
XTC, (4) the most recent sagittal image, (5) the most recent coronal image,
(6) needle tip coordinates from the autonomous tracking algorithm, and (7)
scan geometry update interface to autonomously update the scan geometry
based on tracked tip location.

considered to be a static location without any rotation and
can thus be determined manually by using the MRI user
interface. The needle pose is defined by:

Ttip =

[
Rtip ptip
0 1

]
where Rtip is 3X3 rotation matrix defining the needle tip
direction and ptip is 3x1 needle tip position.

The autonomous needle tracking application provides 3D
needle tip positions for each insertion step. Consider that the
needle trajectory in last N mm of insertion is given as X

Y
Z

 =

 x1 x2 ..... xn
y1 y2 ..... yn
z1 z2 ..... zn


Now to estimate the needle pose, line is fit in YZ and XZ
planes from the last N mm trajectory using least square and
then those lines are used to determine the angle about X
and Y axis respectively. Following equations give slope of
the lines as ’a’ and ’c’ in YZ and XZ planes respectively,
which are then used to calculate rotation about X and Y axis
respectively.

Z = a ∗ Y + b and Z = c ∗X + d,

θX = arctan(a) and θY = arctan(c)

To find rotation about Z, current needle rotation is requested
from the robot which is defined as θZ .
Now needle tip rotation matrix is calculated by combining
corresponding rotations about each axis as below,

Rtip = Rz(θZ) ∗Ry(θY ) ∗Rx(θX)

The steering algorithm uses the needle and target poses to
perform a homogeneous transformation to calculate the axial
rotation required to steer the needle towards a predefined
target. Fig. 7 shows how the relative rotation angle is
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Needle

View from the needle tip
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Fig. 7. Needle steering parameter calculations, where α is the rotation
angle, Ttip is the needle tip frame and T0 is the global reference frame.

calculated by first defining the target point within the needle
coordinate frame, which is given by

T tartip = T−1
tip Ttar,

where T tartip is the target pose in the needle tip coordinate
frame.

The angle α provides the relative amount of needle ro-
tation needed to align the needle tip z-axis with the target
position, which is determined by:

α = arctan(x, y) +
π

2
,

where x and y are the coordinates of the target in the
needle tip frame (T tartip ). The addition of π

2 is due to the
definition of the used axis system where 0 degrees is aligned
with the negative y-axis. The insertion step size for each
step can be set beforehand. Ideally the insertion depth for
each step should be as small as possible so the rotation
angle can be determined continuously. However, smaller
steps would increase total insertion time. Also, with the
current MR image acquisition frame rate of 1.3 fps, faster
insertion would result in less needle position feedback to the
steering algorithm and consequently the targeting accuracy
would be reduced. Thus a trade-off has to be made between
the insertion time and the targeting accuracy.

After each insertion step the updated needle track coordi-
nates from the most recent projection images are requested
from the autonomous needle tracking application. The pro-
cess of determining the rotation angle is repeated until the
target is reached.

V. EXPERIMENT AND RESULTS

This section describes the experiments performed to vali-
date the setup and methods used.

A. Experiment Setup

The feasibility of the system workflow and the accuracy
of the closed-loop robot-assisted needle steering are assessed
with phantom studies, in a Philips 3T MRI scanner, as shown
in Fig. 1. A bevel-tipped, solid yet flexible nitinol needle with
a diameter of 0.8 mm (21G) and a tip angle of 30◦ is used in
this study. The insertion and rotation of the needle is driven
by a 7-DOF MRI-compatible needle placement robot, as
described in detail in [3], [24]. The gelatin phantom is made
with a mixture of 13% gelatin (Knox, Northfield, USA) and
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TABLE I
ACCURACY ASSESSMENT OF STEERING TO 5 TARGETS

No Target Position[mm] Final Tip Position[mm] Error[mm] Total In-plane(RA)
R A S R A S R A S Error[mm] Error[mm]

1 4.162 4.59 81.088 6.402 4.69 82.438 2.24 0.1 1.35 2.62 2.24
2 -0.841 -7.09 81.723 0.919 -6.45 82.653 1.76 0.64 0.93 2.09 1.87
3 -1.248 7.92 77.563 0.802 8.55 78.453 2.05 0.63 0.89 2.32 2.14
4 13.176 0 70.474 14.836 0.14 71.904 1.66 0.14 1.43 2.20 1.67
5 9.171 -5.01 81.727 11.651 -4.55 83.787 2.48 0.46 2.06 3.26 2.52

Mean 2.04 0.39 1.33 2.50 2.09
Standard deviation 0.34 0.26 0.47 0.47 0.33

Note: R, A and S are the coordinates of the needle tip, while RA plane corresponds to axial plane in MRI scanner coordinate system.

87% water. Plastic toothpicks are attached on the container
wall to serve as target markers.

The experiments are performed as follows: At the begin-
ning of each insertion the needle is inserted 5 mm into the
phantom to determine the initial position of needle tip. Target
position on the edge of the markers is selected manually in
the MR images. Initial tip and target positions are provided
to the steering algorithm. The needle steering is done with
constant velocity insertion steps of 3 mm, needle pose is
determined using the tracked points within the last 5 mm
as described in section IV. Though, needle position is con-
tinuously updated by autonomous needle tracking algorithm
and sent to the steering algorithm, steering parameters are
calculated and sent to the robot controller every 3 mm and
insertion is stopped to align the needle to desired steering
angle. This process is repeated until the needle tip reaches
within 1 mm of the target along the insertion axis. At the
end of the insertion, for better accuracy assessment, the final
error is manually determined by comparing the actual tip
position collected with a standard diagnostic T2-weighted
turbo spin echo (T2W-TSE) image (TR= 3030 ms, TE=115
ms, flip angle=90◦, slice thickness = 3 mm, FOV: 120 X
120 X 120 mm, acquisition resolution: 0.5 X 0.5 mm and
reconstruction resolution: 0.5 X 0.5 mm) with the desired
target position. Phantom is shifted to avoid previous needle
tracks and a different entry and target point are determined
for each insertion.

B. Results

Five needle steering experiments are performed to validate
the system. The results of the experiments are summarized in
Table I. Based on the selected targets at different locations,
the insertion depth varies between 70 mm and 85 mm. The
average insertion time is around 12 minutes which includes
time for needle alignment and insertion. Fig. 8 shows all
the ideal and continuously tracked needle trajectories. The
ideal trajectory is computed based on the steering parameters
and a deflection model with a curving radius of 300 mm
as determined experimentally. The final tip positions of the
needle correspond with the desired target points with an
average total error of 2.5 mm. In most surgical procedures,
error along the insertion axis (S) is not considered as
significant compared to the errors in RA plane normal to
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Fig. 8. Ideal and tracked needle trajectories: the • represents the actual
tip positions acquired by the autonomous needle tracking algorithm during
the insertion, while ——– represents the ideal needle trajectory generated
from the kinematics model

the needle axis. As shown in Table I, average error in the
RA plane is 2.09 mm. A study of manual MRI-guided needle
biopsy presented in [25] has shown targeting errors of 5.5
mm to 6.3 mm. Without needle steering, considering curving
radius of 300 mm and average insertion depth of 80 mm,
maximum error for a straight insertion can be as large as
10.08 mm. Therefore, the average targeting error with closed-
loop needle steering presented in this paper can bring benefits
to various needle-based interventions.

VI. CONCLUSIONS AND FUTURE WORK

This paper presents a closed-loop steering approach for
bevel-tipped needles using an MRI-compatible robot and
an autonomous needle tracking system. The needle tracking
problem is reduced from a 3D volume to a 2D image pro-
cessing by using the projected images in coronal and sagit-
tal planes. The MRI scan-plane geometry is continuously
adjusted to keep the needle tip visible during the insertion,
which is essential for tracking the needle tip. This approach
provides closed-loop steering of the needle to autonomously
reach a target. It is the first time that the closed-loop needle
steering using autonomous needle tracking is performed
under MRI-guidance. The average targeting errors of 2.5
mm presented in this paper demonstrates feasibility of MRI-
guided closed-loop needle-based interventions and shows the
potential benefits that a closed-loop flexible needle steering
can bring to clinical applications.
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Further work will focus on the improvement of the
autonomous needle tracking system by implementing an
image processing algorithm combined with Kalman filtering
to improve the tracking accuracy. With improved tracking
algorithm, we will be able to reduce the image slice thickness
from 10 mm to 5-7 mm resulting in better visibility of
anatomical structures. Also, we plan to improve the control
algorithm by implementing on-line needle model estimation.
Experiments in biological tissues will be conducted to val-
idate the needle tracking and the steering algorithm in an
non-homogeneous environment. Moreover, it is planned to
integrate a rapidly exploring random tree (RRT) path planner
to calculate the optimal needle path to reach the target while
avoiding critical tissue structures. While we will continue
to improve our system, the current study demonstrates the
feasibility of using MR images to close the steering loop
of a flexible bevel-tipped needle and provide autonomous
steering towards a target.
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