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Pose Measurement of Flexible Medical
Instruments Using Fiber Bragg
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Abstract—Accurate navigation of flexible medical instru-
ments like catheters require the knowledge of its pose, that
is its position and orientation. In this paper multi-core fibers
inscribed with fiber Bragg gratings (FBG) are utilized as
sensors to measure the pose of a multi-segment catheter.
A reconstruction technique that provides the pose of such
a fiber is presented. First, the measurement from the Bragg
gratings are converted to strain then the curvature is deduced
based on those strain calculations. Next, the curvature and
the Bishop frame equations are used to reconstruct the fiber.
This technique is validated through experiments where the
mean error in position and orientation is observed to be
less than 4.69 mm and 6.48 degrees, respectively. The main
contributions of the paper are the use of Bishop frames in the reconstruction and the experimental validation of the
acquired pose.

Index Terms— Fiber Bragg grating, bio-medical, robotics, shape sensing, medical instrument, 3D reconstruction,
multi-core optical fiber, Bishop frames, parallel transport.

I. INTRODUCTION

FLEXIBLE medical instruments are frequently used for
procedures in cardiology and urology. Accurate navi-

gation of these instruments require spatial information such
as the pose, as shown in Figure 1. Conventionally, fluo-
roscopy or ultrasound are used to monitor these instruments,
even though both methods have their drawbacks [1]. Fluo-
roscopy exposes the patient to contrast agents and to radiation.
In addition, the workflow of the procedure is disrupted to allow
the medical personnel time to retreat during imaging. On the
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Fig. 1. Top: A flexible instrument model placed in a vascular phantom.
Bottom: Ideal reconstruction of the instrument along the arc length s
with position given as a curve, γ (s), and the orientation as a frame
{M1(s), M2(s), T(s)}.

other hand, ultrasound images have low resolution and the
instruments can cause artifacts [2]. Thus, there is a need to
develop imaging and other sensing techniques to acquire the
spatial information of flexible instruments.
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In the literature there are studies that used endoscopic
images for retrieving spatial information of flexible instru-
ments. Relink et al. used markers on an instrument and a
state estimator to acquire the position of the instrument [3].
Cabaras et al. used feature detection along with learning
methods to detect the pose of a flexible instrument from
monocular endoscopic images [4]. Although these studies
show the feasibility of acquiring the instrument tip posi-
tion from endoscopic images; they require an unobstructed
view of the surgical site. Thus, they are difficult to use
in practice and are applicable only to procedures that use
endoscopes. An alternative technology that mitigates the
requirement of unobstructed view is electromagnetic (EM)
tracking. However, it has a limited workspace and the
tracking accuracy degrades significantly in the presence of
electronic and metallic instruments [5]. Thus, EM tracking
is better suited for controlled environments than clinical
settings.

Another approach for acquiring spatial information is using
optical fibers. This is an attractive approach due to the com-
patibility of the sensors with the medical environment. Optical
fibers are biocompatible, nontoxic, immune to electromagnetic
interference and sterilizable [6]. In addition, they are small and
highly flexible, and thus can be easily integrated into medical
instruments [1], [7]. Sareh et al. have used the bend sensitivity
of optical fibers to get the pose of the instrument tip [8].
This approach leads to low-cost sensing hardware, but multiple
fibers are required that must be routed in a specific manner
and it has a complex calibration procedure. The required
routing renders it inapplicable to instruments like catheters
and needles. These issues can be mitigated by employing fiber
Bragg grating (FBG) sensors in the optical fibers.

Moore et al. calculated the shape of a multi-core fiber
with FBG sensors using Frenet-Serret equations [9]. Numerous
other studies have used FBG sensors for sensing shape of
flexible instruments such as colonoscope, needle and catheter.
Xinhua et al. acquired the shape of a colonoscope from optical
fibers with FBG sensors in order to reduce the probability of
loop formation during colonoscopy [10]. Park et al. placed
optical fibers with two sets of FBG sensors on a needle
to provide tip deflection, bend profile and temperature com-
pensation [11]. Roesthuis et al. acquired the 3D shape of a
needle using four sets of FBG sensors in optical fibers [12].
Khan et al. reconstructed the shape of a multi-segment catheter
in 3D space using multi-core fibers with six sets of FBGs in
each fiber [13]. Lastly, Henken et al. calculated the needle tip
deflection based on strains derived from measurements from
two sets of FBG sensors [14]. Nevertheless, these studies have
focused on acquiring only the position of the instrument.

The study presented in this paper extends the use of
FBG sensors for acquiring the orientation of an instrument
in addition to its position. This information can be utilized for
improving the navigation accuracy of flexible medical instru-
ments. The sensors are written in multi-core fibers instead of
being written on several single-core fibers due to the space
restriction in these instruments. The contributions of this study
include the use of Bishop frames in the reconstruction and
validation of the acquired pose. The reconstruction technique

Fig. 2. 1) A segment of the multi-core fiber in its initial configuration.
The four cores of the fiber are labeled a, b, c and d. Three sets of
fiber Bragg gratings (FBG) sensors and their local frames for curvature
vector calculation are shown. 2) The segment of the multi-core fiber in a
bent configuration. 3) The fiber cross section at the second set of FBG
sensors when the fiber is bent. The variables required for the curvature
vector calculation are illustrated; yi ∈ R>0 (where i ∈ a,b,c,d) is the
perpendicular distance from the FBG sensor on core i to the neutral
bending axis; ri ∈ R>0 is the radial distance from the center to core i;
θi ∈ ( −π,π] is the angle from ri to the curvature vector; θba is the angle
between rb and ra and θca is the angle between rc and ra.

is described in Section II, followed by the experiments, dis-
cussion and conclusion in Section III, IV and V, respectively.

II. THEORY

This section outlines the technique for reconstructing a
multi-core fiber with FBG sensors. The fiber is modeled
as a regular unit-speed space curve that is reconstructed in
Euclidean space using curvature vectors and Bishop frame
equations [15], [16]. The curvature vectors of the fiber are
calculated at every FBG sensor set using strains that are
derived from the wavelength measurements of the sensors in
the set. Description of FBG sensor and the derivation of strain
values is given in Section II-A, followed by an explanation
of the curvature vector calculation in Section II-B. Lastly,
the reconstruction using Bishop frame equations is presented
in Section II-C.

A. Fiber Bragg Grating for Strain Measurement

An FBG reflects back a narrow band of wavelengths from
the optical input and transmits the rest. The reflection is due
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to the grating being a periodic variation in the refractive index
of the fiber over a short segment. The properties of the grating
are altered by strain and temperature; as a result the reflected
wavelength band shifts when a change in strain or change
in temperature is experienced by the grating [17]. The wave-
length which has the highest reflection is called the Bragg
wavelength, λB ∈ R>0. It is related to strain and temperature
on the grating according to the following equation [18]:

ln
λB

λB0
= S(ε − ε0) + �(T − T0), (1)

where, S ∈ R is the gauge factor; � ∈ R is the temperature
sensitivity; ε ∈ R is the strain and T ∈ R is temperature. λB0,
ε0 and T0 are the initial values of the Bragg wavelength, strain
and temperature, respectively.

In this study, the initial Bragg wavelength λB0 is collected
when the fiber is straight so that the fiber is strain-free and
ε0 can be assumed to be zero. In addition, an FBG sensor is
placed in the central core of the fiber so that the strain on the
sensor is zero when the fiber is bent and the term �(T − T0)
can be acquired from it. The value of λB is measured and S is
a known constant. Thus, the strain on an FBG sensor can be
calculated.

The next section presents the details on acquiring the
curvature vectors of the fiber given the arrangement of the
FBG sensors within the fiber and their strain values.

B. Curvature Vector

The curve representing the fiber can be reconstructed if the
curvature vectors are known for the complete length of the
curve. In this study, the curvature vectors are acquired from
sets of FBG sensors placed along the length of the multi-
core fiber. Each set of FBG sensors contains four co-located
FBGs, one in the center core and three in the outer cores as
shown in Figure 2. An orthogonal frame is attached to each
FBG set such that the x and y axis are on the fiber cross
section and the x axis is from the center of the fiber to one of
the outer core, see Figure 2. The curvature vector for a set is
calculated with respect to the allocated orthogonal frame by
utilizing the relation between curvature and strain provided by
the theory of bending mechanics [19]. The strain experienced
by the FBG sensors on the outer cores is proportional to their
perpendicular distance from the neutral bending axis. Adapting
the sign convention for the strain to be positive for tension
and negative for compression, the relation between strain and
curvature is as follows:

εi (s) = −κ(s)yi (s) = −κ(s)ri cos(θi (s)), (2)

where, s ∈ R is the parameter for the arc length of the fiber
and is defined in the interval � ⊂ R such that � = (0, L);
L ∈ R>0 is the length of the fiber. εi (s) ∈ R>0 is the strain on
the FBG in core i ∈ {a, b, c, d}; κ(s) ∈ R>0 is the magnitude
of curvature; yi (s) ∈ R is the perpendicular distance from
the FBG in core i to the neutral axis; ri ∈ R>0 is the radial
distance from the center to core i ; and θi(s) ∈ (−π, π] is
the angle from ri to the curvature vector. These variables are
illustrated in Figure 2.3.

Fig. 3. Spectra from the four cores labeled a, b, c, and d of a
fiber as provided by the software of the interrogator FBG-scan 804D
(FBGS International NV (Geel, Belgium)). The raw values in the y-axis
of the plots are the output of the interrogator and they are the result of
normalization by the saturation value of the interrogator’s light sensors.

The curvature value κ(s) and the angle θa(s) are the
magnitude and angle of the curvature vector for the set of
FBG sensors at arc length s of the fiber. The location of the
FBG sensor set on the fiber is known a priori; κ(s) and θs(s)
are acquired from the four FBG sensor measurements at a
location s using the following method. Let ξi (s) = ln λBi (s)

λB0i (s)
,

where λBi (s) is the measured Bragg wavelength and λB0i (s)
is the Bragg wavelength when no strain is applied on the fiber
so that ε0 = 0, then from (1)

ξi (s) = Sεi (s) + ct (s), (3)

where ct (s) = �(Ti (s)−T0i (s)) and is assumed to be the same
in all the FBG sensors that are in one set due to their close
proximity. The strain value εd from the FBG sensor in core d
is set to be zero because it is on the neutral bending axis, thus
ξd (s) = ct (s). Given these assumptions and substituting (2)
into (3) the following set of equations hold:

ξa(s) − ξd (s) = −Sκ(s)racos(θa(s)), (4)

ξb(s) − ξd (s) = −Sκ(s)rbcos(θa(s) + θba), (5)

ξc(s) − ξd (s) = −Sκ(s)rccos(θa(s) + θca), (6)

where, θba is the angle between rb and ra ; similarly, θca is the
angle between rc and ra . Applying trigonometric angle sum
identities, Equations (4)-(6) can be represented as a matrix
equation

ξ (s) = Cv(s), (7)

where,

ξ(s) =
⎡
⎣ξa(s) − ξd(s)

ξb(s) − ξd (s)
ξc(s) − ξd (s)

⎤
⎦, C=

⎡
⎣ −Sra 0

−Srbcos(θba) Srbsin(θba)
−Srccos(θca) Srcsin(θca)

⎤
⎦,

v(s) =
[
v1(s)
v2(s)

]
=

[
κ(s) cos(θa(s))
κ(s) sin(θa(s))

]
.

The components of v(s) can be solved using the pseudo-
inverse of C

v(s) = C†ξ (s), (8)
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then using the definition of v(s) from (7),

κ(s) =
√

v2
1(s) + v2

2(s), (9)

θa(s) = atan2 (v2(s), v1(s)) . (10)

The parameters κ(s) and θa(s) give the curvature vector of the
fiber for one set of FBG sensors at location s. This calculation
can be repeated for all the FBG sensor sets on the fiber to get
the curvature vectors which are required for the reconstruction
as explained in the next subsection.

C. Reconstruction

The Bishop frame is used to reconstruct the curve that
represents the fiber. It is selected over the more common
Frenet-Serret frame because it has less restrictions on the curve
than the Frenet-Serret frame [16]. More specifically, Bishop
frame is valid for curves that are twice differentiable whereas
Frenet-Serret frame require three times differentiability. This
enables Bishop frames to be better suited for curves that have
local linearity or discontinuity in curvature; as demonstrated
in simulation by Shiyuan et al. [20]. Let γ (s) ∈ R

3 be the
position vector of the curve. The frame at s consists of three
orthonormal vectors T(s) ∈ R

3, M1(s) ∈ R
3, and M2(s) ∈ R

3.
The derivatives of the position and the frame with respect to
the arc length of the curve are as follows [16]:

dγ (s)

ds
= T(s), (11)

dT(s)

ds
= k1(s)M1(s) + k2(s)M2(s), (12)

dM1(s)

ds
= −k1(s)T(s), (13)

dM2(s)

ds
= −k2(s)T(s). (14)

In this study, the parameters k1(s) ∈ R and k2(s) ∈ R are
calculated from the values of the curvature vector κ(s) and
θa(s) using the following relation:

k1(s) = v1(s) = κ(s)cos(θa(s)), (15)

k2(s) = v2(s) = κ(s)sin(θa(s)). (16)

This gives values of k1(s) and k2(s) at the locations of the
FBG sensor sets. The values of k1(s) and k2(s) in between
the FBG sensor set locations are estimated using linear inter-
polation. The interpolated values are denoted as k̃1(s) and
k̃2(s). The position γ (s) and the frame {M1(s), M2(s), T(s)}
are solved using the following matrix form of (11)-(14):

d

ds
X(s) = X(s)A(s), (17)

where,

X(s) =
[

T(s) M1(s) M2(s) γ (s)
0 0 0 1

]
, (18)

A(s) =

⎡
⎢⎢⎣

0 −k̃1(s) −k̃2(s) 1
k̃1(s) 0 0 0
k̃2(s) 0 0 0

0 0 0 0

⎤
⎥⎥⎦ . (19)

Fig. 4. a) Cross-section and side view of the fibers utilized for the
experiments. Each fiber has seven cores with eight groups of fiber Bragg
grating (FBG) sensors. Two groups of sensors and the fiber cross-section
are shown. A set of sensors used for the curvature vector calculations
consists of four out of the seven sensors, as highlighted on the cross-
section with gray discs. b) Photograph of the four-segment catheter used
in the experiments along with an inset that shows the tip. Each segment
can move independently in the axial direction and has two channels that
are utilized for an electromagnetic (EM) sensor and a fiber.

The discretized solution to (17) assuming A(s) is held constant
between two consecutive values of k̃1(s), and k̃2(s) is given
as:

X(s + 
s) = X(s) exp (A(s)
s) . (20)

The tip pose is given by X(L), where L is the length of the
fiber. The initial position is assumed to be γ (0) = [ 0 0 0 ]T

and the orientation to be M1(0) = [ 1 0 0 ]T, M2(0) =
[ 0 1 0 ]T, T(0) = [ 0 0 1 ]T.

The reconstruction technique presented in Section II is
empirically validated in the next Section.

III. EXPERIMENTS

Three different experiments are conducted to validate the
reconstructed pose using the technique presented in Section II.
Particularly, the tip pose is used for validation since the
reconstruction error is the largest there due to the accumulation
of error over the length in (20). The difference in tip pose
between the reconstruction and the ground truth is calculated
using three measures; one measure is the magnitude of the
error in position re ∈ R, the second is the angle between
the orientation vector φe ∈ R, and the last measure is the
difference in the rotation angles about the orientation vector
θe ∈ R. The error measures are calculated as follows:

re(k) = ‖r(k) − rgt(k)‖ (21)

φe(k) = cos−1
(

vgt(k) · v(k)

‖vgt (k)‖‖v(k)‖
)

(22)

θe(k) = ‖θ(k) − θgt(k)‖ (23)
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Fig. 5. Setup for Experiment 1. The catheter is sensorized with four
multi-core fibers that have fiber Bragg gratings (FBG); each catheter
segment has one fiber. The experiment utilizes four multi-core fibers,
fan-out boxes, interrogator, coupler, catheter, and three molds.

TABLE I
THE CURVATURE AND TORSION ALONG THE ARC LENGTH OF

THE CENTERLINE IN THE MOLDS USED FOR EXPERIMENT 1

where, k ∈ Z≥0 represents the sample of the data; r(k) ∈ R
3

is the reconstructed tip position; rgt (k) ∈ R
3 is the ground

truth of the tip position; v(k) ∈ R
3 is the reconstructed tip

orientation vector, vgt(k) ∈ R
3 is the true orientation vector,

θ(k) ∈ R is the angle of rotation about the reconstructed
orientation vector and θgt(k) ∈ R is the angle of rotation
about the true orientation vector. Details on the hardware
and software for the experiments are given in Section III-A.
Descriptions of the three experiments and the results are given
in Sections III-B, III-C and III-D. Registration between the
reference frame of the fibers and the reference frame of the
ground truth is conducted for each experiment. A set of points
in each frame is collected and the transformation between the
frames is solved using least square estimation [21].

A. Setup

The hardware for the three experiments consists of a four-
segment catheter, four multi-core fibers with eight sets of
FBG sensors, an interrogator, four fan out boxes and a
coupler. In addition, Experiment 1 includes 3D printed molds;
Experiment 2 and 3 uses four EM sensors placed at the tip
of the four segments; lastly, Experiment 3 utilizes a gelatin
phantom and an actuation unit. The setup for Experiments 1, 2
and 3 are shown in Figures 5, 7 and 9, respectively.

The FBG sensors are written using the Draw Tower Grating
technique on all the cores at eight locations on each of the four
fibers [22]. The spectra from a strain-free fiber are shown
in Figure 3. The nominal Bragg wavelength differ between
consecutive FBG sensors by 2.4 nm and the wavelength range
on the four fibers are 1513–1529.8 nm, 1532.2–1549 nm,
1551.4–1568.2 nm, and 1570.6–1587.4 nm. As shown in
Figure 4a, every sensor is 5 mm long and the sensor sets
are 14 mm apart which means the sensorized section of each
fiber is 103 mm. The core and the cladding of the fiber

Fig. 6. The ground truth and the reconstruction plots of the three
curves from one sample in Experiment 1. In the legend, γ (s) ∈ R

3,
is the reconstructed curve, where s ∈ R is the arc length parameter.
M1(L) ∈ R

3, M2(L) ∈ R
3 and T(L) ∈ R

3 represent the orientation at
the curve’s tip. Similarly, γ gt(s) ∈ R

3, M1gt(L) ∈ R
3, M2gt(L) ∈ R

3,
Tgt(L) ∈ R

3 are the analogous values from the ground truth. Lastly,
γ gt(L) ∈ R

3 is the ground truth curve’s tip position.

are composed of fused silica and their refractive indices are
1.454 and 1.444, respectively. The operating temperature range
of the fiber is −20◦C to 200◦C [23]. FBGS International
NV (Geel, Belgium) supplied the fibers with FBG sensors,
the value of the gauge factor S = 0.777 in (1), the interrogator
(FBG-scan 804D), four fan out boxes and a coupler [24].

The catheter is 2.5 mm in diameter and manufactured
with medical-grade polymer by Xograph Healthcare Ltd.
(Gloucestershire, United Kingdom). It is illustrated in
Figure 4b. Further information on the catheter manufacturing
procedure and material properties are given in Watts et al. [25].
The shape of the catheter can be controlled with the relative
difference in the insertion length of the segments. The insertion
of each catheter segment is controlled and executed by the
actuation unit that is described in Watts et al. [25].

The EM sensor is part of the Aurora System from NDI
Medical (Ontario, Canada), it is 0.3 mm in diameter and
has five degrees of freedom which include position in three
dimensions, pitch and yaw. The root mean square error of the
EM sensors is 0.70 mm and 0.20◦ in position and orientation,
respectively [26].

Authorized licensed use limited to: University of Groningen. Downloaded on August 17,2020 at 07:11:44 UTC from IEEE Xplore.  Restrictions apply. 



10960 IEEE SENSORS JOURNAL, VOL. 20, NO. 18, SEPTEMBER 15, 2020

TABLE II
MEAN (r̄e, φ̄e, θ̄e) AND STANDARD DEVIATION (σre , σφe , σθe ) OF THE

ERROR IN CATHETER TIP POSE FROM (21), (22) AND (23) OVER THE

SAMPLES COLLECTED FOR EACH CURVE IN EXPERIMENT 1

Fig. 7. Setup for Experiment 2. The catheter is sensorized with fiber
Bragg gratings (FBG) inscribed multi-core fibers and electromagnetic
(EM) sensors. The hardware utilized consists of four multi-core fibers,
fan-out boxes, interrogator, coupler, four-segment catheter, four electro-
magnetic (EM) sensors and EM field generator.

The gelatin phantom is produced to mimic soft brain tissue
from 4.5% by weight bovine gelatin [27]. The 3D printed
molds and the actuation unit are designed and built
in-house. The software used in the experiments is also devel-
oped in-house for Ubuntu 16.04.

B. Experiment 1: Static Tests

A four-segment catheter with four fibers is placed in 3D
printed molds and the reconstructed catheter tip pose is com-
pared to the tip pose of the mold’s centerline. Table I describes
the curves that form the centerline of the three molds. Each
fiber is reconstructed using (20) and the catheter’s centerline
is calculated as the mean of the reconstructed position and
orientation of the fibers at particular arc lengths. Data from
Curve 1 are used to solve for the transformation between the
reconstruction frame and the ground truth frame.

The reconstruction of the catheter centerline is validated by
the error in the tip pose. The error measures of (21), (22)
and (23) are used where v(k) is the axis and θ(k) is the
angle from the axis-angle representation of the tip orientation
frame {M1(L), M2(L), T(L)} and r(k) is γ (L) at sample k.
Similarly, the ground truth values rgt (k), θgt(k) and vgt(k) are
acquired from the mold’s centerline curve. For this experiment
the ground truth values are constant for all samples. The
mean of the error measures and the standard deviation given
in Table II are over all samples. The reconstruction and the
ground truth from a sample of the three curves are shown
in Figure 6.

C. Experiment 2: Dynamic Tests Conducted in Air

In this experiment, the catheter is moved in air by manually
pushing on it from different directions. The objective is to
validate the reconstruction by comparing the reconstructed

TABLE III
MEAN (r̄e, φ̄e) AND STANDARD DEVIATION (σre , σφe ) OF THE FIBER

TIP POSE ERROR ACCORDING TO (21) AND (22) OVER THE

SAMPLES COLLECTED FROM ALL FOUR

FIBERS DURING EXPERIMENT 2

Fig. 8. The trajectory traced by an electromagnetic (EM) sensor and
the corresponding fiber tip placed in the catheter during Trial 1. The
orientation vectors at selected samples are also shown on the trajectory.
k ∈ R represents a sample in time, r(k) ∈ R

3 is the fiber tip position,
v(k) ∈ R

3 is the fiber tip orientation vector. rgt(k) ∈ R
3 and vgt(k) ∈ R

3

are the position and orientation from the EM sensor, respectively.

fiber tip pose to an EM sensor pose. Each of the catheter’s
four segments is sensorized with a fiber and an EM sensor,
which is placed at the segment’s tip. The four fibers’ tip
pose from the reconstruction and the four EM sensors’ pose
are collected over time. The catheter is manually moved for
three trials and an additional trial is conducted in order to
solve for the transformation between the EM sensor frame
and the reconstruction frame. The tip pose of each fiber is
reconstructed using (20) and it is compared to the pose of
the EM sensor in the same segment as the fiber. The error
is calculated using (21) and (22) where, r(k) is γ (L) and
v(k) is T(L) at sample k. The value for rgt(k) and vgt(k)
are acquired from the EM sensor measurements. Since the
EM sensors have 5 degrees of freedom, the rotation about
the orientation axis is not available. Table III gives the mean
and standard deviation of the error measures among all the
segments over the duration of every trial. The trajectory of a
fiber tip and of the corresponding EM sensor during the first
trial is given in Figure 8.

D. Experiment 3: Dynamic Tests Conducted in Gelatin

The catheter is inserted into a gelatin phantom that mimics
soft brain tissue [25]. The aim is to validate the reconstruction
when distributed force is applied along the catheter from the
environment. The catheter is sensorized as in Experiment 2.
Three insertions into the phantom are conducted; in the first
insertion the catheter follows a straight path, in the second the
catheter follows a single bend path and finally in the third,
the catheter follows a double bend path. Each insertion is
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Fig. 9. Setup for Experiment 3. The catheter followed a single bend path.
It is sensorized with multi-core fibers that have fiber Bragg gratings (FBG)
and electromagnetic (EM) sensors. The experiment utilizes hardware
from Experiment 2 and in addition requires an actuation unit, trocar to
hold the catheter and gelatin phantom.

controlled by an actuation unit as described in Watts et al.
so that the catheter follows the pre-determined path [25]. For
each insertion, data from the FBG sensors in the fibers and
the EM sensors are collected simultaneously.

The fiber tip is reconstructed using (20). The error between
the reconstructed fiber tip pose and the EM sensor on the
same catheter segment is calculated using (21) and (22) where
the variables have the same assignment as in Experiment 2.
The EM frame and the reconstruction frame are registered
using data from a trial that constituted of manually moving the
catheter in air. Figure 10 shows the plot of a catheter segment’s
tip trajectory during the second insertion which consisted of
a single bend path. The mean and standard deviation of the
error measures for the three insertions are given in Table IV.

IV. DISCUSSION

In the static experiments, the difference in error between
this study and Khan et al. is possibly due to the different FBG
inscription method utilized for the sensors. In this study Draw
Tower Grating (DTG) technique is used whereas Khan et al.
used a Phase Mask (PM) technique [13]. The DTG technique
produced sensors with reflectivity of 3% of the input light
whereas the PM technique produced sensors with reflectivity
of at least 30%. The higher reflectivity of the sensors inscribed
with PM technique could led to more accurate detection
of the Bragg wavelength, which would result in a lower
reconstruction error. However, for the PM technique the fiber
coating is removed before inscription, which made the fiber
very fragile and unsuitable for dynamic experiments with
gelatine or soft tissue. In the DTG technique the sensors are
inscribed just after the fiber is drawn and before the coating is
applied [28]. Since the original coating of the fiber remained
intact the resulting fiber had high breakage strength, which is
necessary for dynamic experiments. For this reason, sensors
inscribed with DTG technique are utilized in this study.

In the dynamic experiments, the error may be caused by the
fiber’s motion relative to the catheter. The fibers are attached to
the segments at a single point near the catheter base, so that
they can be detached and reused. Thus, the fibers are free
within the channel and can move relative to the catheter. The

TABLE IV
MEAN (r̄e, φ̄e) AND STANDARD DEVIATION (σre , σφe ) OF THE FIBER

TIP POSE ERROR ACCORDING TO (21) AND (22) FOR THE THREE

INSERTIONS IN EXPERIMENT 3. THE MEAN AND STANDARD

DEVIATION IS OVER ALL THE TIP POSE COLLECTED FROM

THE FOUR FIBERS AND EM SENSORS

DURING EACH INSERTION

Fig. 10. The trajectory during insertion 2 of the electromagnetic (EM)
sensor and the fiber tip from one of the catheter’s segments. k ∈ R

represents a sample in time, �(k) ∈ R
3 is the fiber tip position, and v(k) ∈

R
3 is the fiber tip orientation vector. rgt(k) ∈ R

3 and vgt(k) ∈ R
3 are the

position and orientation from the EM sensors, respectively.

error due to fiber motion may be reduced by incorporating a
mechanics model of the catheter in the pose measurement.

V. CONCLUSION AND FUTURE WORK

A technique for acquiring the pose of a flexible instrument
from FBG measurements is presented in the paper. The
measurements from the FBG sensors are first converted to
strain and then the curvature vectors are calculated at the
locations on the fiber with co-located FBG sensors. The
curvature calculation uses the strain values from the sensors
and the theory of bending mechanics. Once the curvature is
calculated, the fiber is reconstructed using Bishop Frames.
The reconstruction provides the pose of the fiber along its
arc length and the tip pose is validated in two dynamics
experiments. The reconstruction of four fibers is utilized to
deduce an instrument’s tip pose which is validated in static
experiments. The results from all the experiments show that
the mean error in position is less than 4.69 mm and mean
error in orientation is less than 6.48 degrees. Thus, acquiring
the pose of a flexible instrument is feasible with FBG sensors
in multi-core fiber. In future work, temperature sensing and
temperature compensation using FBG sensors in multi-core
fiber will be studied.
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